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Abstract. Regularized Regression methods such as Least Absolute Shrinkage and Selec-
tion Operator (LASSO) and Ridge regression are some of the techniques that overcome
ordinary least squares assumptions’ violation such as multicollinearity. Modeling hyper-
tension and diabetes involve several explanatory variables, some of which are interrelated.
Thus, there is the need to use an estimation technique that can solve the problem of in-
terrelated variables in modeling. The consideration of hypertension and diabetes in this
study is on the premise that the two are related and have some predictors in common.
There were four dependent variables in the study: Fasting Blood Sugar (FBS), urea, Sys-
tolic Blood pressure (SBP) and Diastolic Blood Pressure (DBP) and thirteen independent
variables. Comparisons were made using Mean Squared Error (MSE) and Root Mean
Squared Error (RMSE). The results showed that the model on SBP had the best perfor-
mance in the final LASSO models which retained Height, Religion, Age, Sex, Marital
Status, Creatinine, Family History, Temperature and Type of disease, as well as the ridge
regression model. One of the implications of the result is that certain levels of these inde-
pendent variables can imply the levels of the dependent variables that signify the presence
of type 2 diabetes or hypertension. The LASSO method performed better than Ridge re-
gression for FBS, urea and SBP. With both LASSO and ridge regression, multicollinearity
problem in the independent variables was removed.
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1. Introduction

Regularized Regression methods such as Least Absolute Shrinkage and Selec-
tion Operator (LASSO) and Ridge regression, are some of the techniques that
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overcome ordinary least squares assumptions’ violation such as multicollinear-
ity. Modeling hypertension and diabetes involve several explanatory variables,
some of which are interrelated, thus requiring an estimation technique that can
deal with such situations. The consideration of hypertension and diabetes in
this study is on the premise that the two are related, having some predictors in
common.

Hypertension is known to be a blood pressure more than 140mm Hg and 90mm
Hg for systolic and diastolic pressures, respectively (WHO, 2019), while Type 2
diabetes mellitus is high glucose blood content outside the normal range of 70 -
110 mg/dl, following an overnight 8 to 10 hours fast (Davidson, 2001). Both hy-
pertension and diabetes are very deadly diseases and can develop further from
the pre-stages if not properly managed. The contribution of non-clinical diagno-
sis in 1dentifying significant predictors could be an important step in managing
these diseases.

The global trend of hypertension and diabetes has been deteriorating despite the
wealth of knowledge available on their prevention and management. In 2010,
the estimated global prevalence of hypertension was more than 25% among
adults, and it is projected to rise, especially in developing countries like Nige-
ria. Kearney et al. (2005) and Chataut ef al. (2011), reported that there is an
epidemiological shift in the prevalence of hypertension in developing countries
as compared to developed countries. Cappuccio and Miller (2016) submitted
that by the year 2025, the proportion of world’s adult population that will be
affected with hypertension is likely to reach 29% of world population.
Research involving modeling hypertension as well as diabetes abounds in lit-
erature. Saebom et al. (2019) considered hypertension and Type 2 diabetes
using four procedures which led to the production of quantitative maps with
paths linking the Single-Nucleotide Polymorphisms (SNPs) with Hypertension
through phenotype and type 2 diabetes. Ramezankhani er al. (2019) used Cox
regression to investigate associations of marital status with Type 2 diabetes, hy-
pertension, and cardiovascular disease. Tuoyire and Ayeteh (2018) used binary
logistic regression to study the association of marital status with Type 2 dia-
betes and hypertension. A study on marital differences in blood pressure and
risk of hypertension among Polish men using multifactorial models of logistic
regression by Anna and Monika (2005) showed that systolic blood pressure and
diastolic blood pressure in never-married men is higher than married men.
Hilawe er al. (2013), in the investigation of differences by sex in the prevalence
of diabetes mellitus, concluded that women in sub-Saharan African countries
are more likely to be obese and consequently have a greater prevalence of dia-
betes than men. Chataut et al. (2011) identified blood glucose level, Age, Gen-
der, Literacy, Physical inactivity, Body mass index (BMI), smoking, and alco-
hol consumption as factors that contributed significantly to casualties in people
with diabetes. Cardiovascular risk among hypertensive and normotensive sub-
jects having Type 2 diabetes mellitus by patients attending medical checkups
between 1992 and 2011 was studied by Michel ef al. (2017) using Cox re-
gression. Amanda (2020) compared LASSO, ridged, and elastic regressions in
predicting Type 2 diabetes. Hu and Zhang (2020) isolated influencing factors
in diabetic nephropathy in obese patients with Type 2 Diabetes Mellitus using
logistic regression in LASSO.
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Most of the research on modeling in the literature does not include the case of
specifying quantitative dependent variables on hypertension and diabetes for the
purpose of obtaining significant predictors. This was considered in this study.
The essence is to be able to present the identified predictors for further studies
in improving the prediction performance of the hypertension and diabetes mea-
surement variables. The important predictors were identified using LASSO re-
gression which shrinks irrelevant coefficients to zero and compared with results
from Ridge regression which presents all coefficients in the final model. There
were four dependent variables on hypertension and Type 2 diabetes mellitus
and thirteen independent variables using data collected from two hundred and
thirty-four (234) hypertension and diabetes patients at clinical levels. The de-
pendent variables are: Fasting Blood Sugar, Urea, Systolic Blood Pressure, and
Diastolic Blood Pressure while the independent variables are: weight, height,
religion, age, sex, marital status, creatinine content, dizziness, headache, family
history, temperature, type, and Body Mass Index.

2. Materials and Method

2.1 Least Absolute Shrinkage and Selection Operator

Least Absolute Shrinkage and Selection Operator (LASSO) selection arises
from a constrained form of ordinary least squares regression where the sum of
the absolute values of the regression coefficients is constrained to be smaller
than a specified parameter. LASSO estimates the regression coefficients by
maximizing the log-likelihood function with the constraint that the sum of the
absolute values of the regression coefficients is less than or equal to a positive
constant (Ateeq et al., 2019). The main aim of the LASSO technique is to re-
duce the regression coefficients as much as possible by setting some regression
coefficients exactly to zero (Milani et al., 2016). As an extension to classical or
traditional regression, the LASSO regression coefficients are constrained by the
shrinkage penalty.

The LASSO regression performs both variable selection and regularization in
other to enhance the prediction and interpretability of the statistical regression
model.

The LASSO estimate of regression solution 1is given by

2
n

1 -
ngﬁlﬂ{%z vi— » B | } (1)
i=1 j=1

subject to

18]l <t (2)

(2) 1s the constraint for the regression model, and t is a tuning parameter (also
called regularization parameter or penalty term), and ||3||; is the Lj-norm.

http://www.bjs-uniben.org/




Regularized Regression Model... 64
(1) in the Lagrange form is presented as

2
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It should be noted that the LASSO regression adds a factor of sum of ab-

solute value of coefficients in the optimization objective. In (3), the RSS =
2

n

> | vi—) Bjwi; | and X8| is the shrinkage penalty. The LASSO esti-
i=1 =
mate of regression solution in (3) was rewritten by Emmert-Streib and Dehmer
(2019) as

5 1
B =argmin{z-lly — X5l + A5l } 4)

It should be noted that A in (4) can take various values which implies differ-
ent interpretations. When A = 0, then the shrinkage penalty has no effect, and
LASSO regression model produces the same coefficients as OLS. However, as
A approaches oo, the shrinkage penalty becomes more influential, and the pre-
dictor variables that are not importable in the model get shrunk towards zero,
and some even get dropped from the model.

The sparsity of the coefficients of the regression increases as A approaches oo.
Thus, the computational and theoretical results are difficult to obtain in LASSO
because it lacks analytical solution. To solve the problem of sparsity, the use of
the machine learning approach is employed in this work.

2.2 Ridge Regression

The objective function of the Ridge regression is similar to that of LASSO but
the constraints are different. The constraints for the Ridge regression model are
given as:

2

arg mﬁm{_n Z Yi — z 5]552] } (5)

=1

subject to

18113 < t (6)

where ¢ is a tuning parameter (also called regularization parameter or penalty
term) and || 3|3 is the lo-norm.
(5) can be written in the Lagrange form given as:
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o1
a?“gmﬁm{%l\y—XﬁHg+/\Hﬁ\|§} (7)

5 1
B = argmin{o-lly — X6l + MB]2} (8)

2.3 Prediction Performance Metrics

Performance metrics (error measurement) is an important aspect of modelling.
In machine learning regression, prediction performance metrics is a method
used to compare the trained model predictions with the observed data from the
testing data set. Various performance metrics are available in the literature, in-
cluding Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean
Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), R-Squared

(R?), Adjusted R-Square (R2?) , Mean Square Percentage Error (MSPE), Root
Mean Squared Logarithmic Error (RMSPE), and many more. In this paper, the
MSE and RMSE are used for measuring prediction performance of the models.
The underlying assumption when presenting MSE and RMSE is that the errors
are unbiased and follow a normal distribution (Chai and Draxler, 2014). Thus,
Using the MSE and RMSE helps to provide a complete picture of the error
distribution.

2.4 K-Fold Cross-Validation

Following standard literature procedures, optimal shrinkage parameters were
tunes for the LASSO-based regularized as well as Ridge regression multi-
response gaussian model. The R- software (R Core Team, 2019) was used to
obtain the multi-response Gaussian family using family = “mgaussian” option
in glmnet package.

The matrix of quantitative responses which are: FBS, Urea, Diastolic BP and
Systolic BP were utilized in the regularized regression multi-task learning on
the explanatory variable matrix X with the optimal values of tuning parameter

Amin- The resulting multi-response Gaussian models serve as predictive models
for hypertension profiles and type II diabetes profiles in patients, respectively.
In the model building step, we first partitioned the study data into training and
test sets using the 80:20 scheme. The penalized multi-response Gaussian regres-
sion model was developed using the 80% (187 samples) training data and 20%
(47 unseen samples) was the test data. Prediction performance of the developed
model was evaluated using MSE as diagnostic metrics.

2.5 Cross Validating

In high dimensional problems, Cross-Validation (CV) 1s used to select the reg-
ularization parameter to determine the best regression model in a study. CV is a
model evaluation technique which prevents over-fitting by applying the model
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to the data that are not involved in the fitting.

In the LASSO regression step, A is a tuning parameter that needs to be estimated
via cross-validation. The means-squares error (MSE) for each CV fold, say £},
1s estimated by

1 .
e\, = E; (yi — 95)° 9)

Where, # F}. 1s the number of samples in set F.. The average over all K folds is
taken.

K
1 k
CV(\) = EZe(/\) (10)
k=1

The expression in (10) is called cross-validation of the Mean-Squared Error
(MSE).

To obtain an optimal A from C'V()\), two approaches are common. The first
estimates the A that minimizes the function C'V ().

A~

Amin = argminCV (\) (11)

The second approach begins with an estimation of Amin and then identifies the

A ~

maximal A that has a cross-validation MSE smaller than CV (A, +SE(Apin))-
Thus,

Alse = max}‘CV()\)SCV (Amin)+SE(Amin) (12)

3. Results and Discussion

The data used in this study involved a group of patients with one or a combina-
tion of hypertension and Type 2 diabetes mellitus at clinical levels. The data is
cross-sectional, and it was collected on 234 diabetes and hypertensive patients
through the assistance of specialist doctors in the General Outpatient Depart-
ment (GOPD) and as well as the record section of the college of medicine of
Ladoke Akintola University of Technology (LAUTECH), Osogbo. The cod-
ing of the categories is exactly as it is contained in the medical records at
LAUTECH Teaching Hospital.

The hypertension data (Systolic and Diastolic pressures) were measured using
a BP apparatus which consists of an arm cuff, dial, pump, and valve. The Blood
Glucose content was measured after at least eight hours of fasting (Fasting blood
sugar test) with Glucometer.

There are four response variable indicators including Y7,= Fasting blood sugar
(FBS), Y12=Urea on Type 2 diabetes mellitus 75D M, Yo1= Systolic blood pres-
sure, and Yzo=Diastolic blood pressure on hypertension status using weight

http://www.bjs-uniben.org/




67 Okewole et al.

(X1), height (X3), religion affiliation (X3), age (X4), sex (X5), marital sta-
tus (Xg), creatinine (X7), dizziness (Xg), headache (Xy), family history (X7¢),
temperature (X11), BMI (X2), and disease type (X13) as explanatory variables.
The categories of disease type (Xi3) are; Group 1: Renal disease, hypertension
and diabetes, Group 2: diabetes, Group 3: hypertension, Group 4: Hypertension
and diabetes, Group 5: Renal disease, Group 6: Renal disease and diabetes,
Group 7: Renal disease and Hypertension.

The details of the other nominal variables in the study are as follows:

Religion affiliation (X3): 1- Christianity, 2- Islam

Sex (X5): 1- Female, 2- Male

Marital status (Xg): 1- Married, 2 — Single

Dizziness (X3g): 1- No, 2- Yes

Headache (Xy): 1- No, 2- Yes

Family (X19): 1- No, 2- Yes

The Boxplots in Figure 1 indicated presence of outliers in the data. Therefore,
the data was cleaned by the capping method, whereby values above the upper
1.5*I'Q) R limit were replaced with the 95th percentile and those below the lower
1.5*IQ R limit by the 5th percentile before proceeding to model the data.
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Figure 1: Boxplot Showing Response Variables versus Diagnosis Type in Pa-
tients.

The outlook of the data in its raw form as well as in the transformed form (by
standardization), are contained in Tables Al and A2 in the Appendix.
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A check of the multicollinearity status of the data using Variance Inflation Fac-
tor (VIF) was carried out and the results are presented in Table 1. This is to
show a major limitation of the least squares technique that is taken care of by
regularized regression. A VIF near 1 suggests that multicollinearity is not a
problem for the independent variables, whereas a VIF much greater than 1 indi-
cates the presence of multicollinearity. It should be noted that a maximum VIF
value more than 10 is often taken as an indication that the multicollinearity may
be severe or unduly influencing the least square estimates.

Table 1: Variance of Inflation Test

2*Model Collinearity Statistics
Tolerance | VIF

1 | Weight 0.017 57.965%*
Height 0.102 9.786*
Religion 0.955 1.047
Age 0.443 2.259%
Sex 0.843 1.186
Marital 0.549 1.822
Creatinine 0.806 1.241
Dizziness 0.27 3.700*
Headache 0.28 3.577*
Family History 0.752 1.329
Temperature 0.878 1.139
Body Mass Index | 0.023 43.567**
Type 0.342 1.0621

Note: ** indicates the variables with severe multicollinearity, and * indicates
variables with multicollinearity.

Figure 2 shows the LASSO Amin parameter tuning path using the MSE criterion.
Tpe optimal value of )\,,;, is obtained at the vertical dashed lines where ”log”

(Amin) = log(0.1258925) ~ —2.07233. Results are shown in dependence on
the regularization parameter /og(\). The numbers on top of the figure give the
number of non-zero regression coefficients which is 9 for the optimal value of

)\min-

With optimal shrinkage parameter \,,;, = 0.1258925 obtained using the
cv.glmnet option of the R software package glmnet, the model parameters were
estimated from the training model. The estimated non-zero coefficients of the
fitted model are presented in Table 2.

It is crystal clear from results in Table 2 that out of the thirteen indepen-
dent variables included in the data, the fitted LASSO-based regularized multi-
response Gaussian model has successfully selected only nine predictors which
are Height, Religion, Age, Sex, Marital Status, Creatinine, Family History, Tem-
perature and Type of disease as the only relevant predictors for prediction of
Type 2 diabetes and hypertension profiles of patients. All other variables have
been shrunken to zero in the model fitting step by shrinkage and regularization
procedure of the LASSO. Based on the results in Table 2, the regression models
for each response variable are as follows:
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Figure 2: LASSO Shrinkage Parameter Tuning Path with MSE Criterion.

Table 2: LASSO Regularized Multi-response Regression Estimates

Parameter FBS Urea Systolic | Diastolic
(Intercept) 0.4008 | 0.5061 |0.0779 |0.0596
Weight

Height 0.0256 | 0.0303 | 0.0739 | 0.0665
Religion -0.096 |-0.2008 | 0.0167 | 0.0208
Age 0.0168 |0.0211 |0.0084 |0.0119
Sex -0.1015 | -0.0495 | 0.0006 |-0.0134
Marital Status | -0.0217 | -0.0706 | -0.0645 | -0.0568
Creatinine 0.0706 |0.0934 | 0.0333 | 0.0231
Dizziness

Headache

Family History | -0.0013 | -0.0046 | 0.0014 |-0.0113
Temperature -0.0005 | -0.0011 | 0.008 0.0105
BMI

Type -0.0277 | -0.0137 | 0.0017 | -0.0071

FBS = 0.4008 + 0.025X9 — 0.0960X3 + 0.0168 X4 — 0.1015X5 — 0.02171 X¢
4+ 0.0706.X7 — 0.0013X719 — 0.0005X1; — 0.0277X13
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Urea = 0.5061 + 0.0303 X5 — 0.2008X3 4 0.0211X4 — 0.0495X5 — 0.0706 X

+0.0934X7 — 0.0046X 19 — 0.0011X1; — 0.0137X13
(14)

Sys = 0.0779 + 0.0739X3 4+ 0.0167 X3 + 0.0084.X, + 0.0006X5 — 0.0645X¢

+0.0333X7 + 0.0014X70 + 0.0080X71 + 0.0017 X733
(15)

Dias = 0.0596 4 0.0665X5 + 0.0208 X3 + 0.0119X4 — 0.0134X5 — 0.0568X¢

+0.0231.X7 — 0.0113 X0 + 0.0105X7; — 0.0071.X73
(16)
The Ridge regression on the other hand presents all the variables; it does not

shrink any coefficient to zero. The results for the Ridge regression are presented
in Table 3.

Table 3: Ridge Regression Estimates

Parameter FBS Urea Systolic | Diastolic
(Intercept) 0.3362 | 0.4798 | 0.0618 |0.2176
Weight 0.0068 | 0.0037 |0.0265 |0.0177
Height 0.013 |0.0156 |0.0409 |0.0366
Religion -0.057 |-0.1189 | 0.0103 | 0.0125
Type -0.0228 | -0.0122 | 0.0013 | -0.0062
Age 0.0249 |0.0309 |0.0112 |0.0139
Sex -0.0958 | -0.0494 | 0.0008 | -0.0157
Marital Status | -0.0264 | -0.0846 | -0.0785 | -0.0581
Creatinine 0.0391 |0.0508 |0.0168 |0.0113
Dizziness 0.0037 |0.0085 |0.0035 |-0.0132
Headache -0.0093 | -0.0441 | 0.016 -0.018
Family History | -0.0083 | -0.0351 | 0.0136 | -0.0964
Temperature 0.0003 |-0.0018 | 0.025 0.0315
BMI 0.0159 |0.014 |0.0092 |0.0224

To test for the prediction performances of the fitted models in (13) to (16), the
multi-response regularized gaussian model was tested on the held-out test data
set by plugging predictors in the 20% test (47 samples) to predict the corre-
sponding response variables and then check means squared error (MSE) and
the root mean -squared error (RMSE) of prediction, respectively. The predic-
tion performance metrics for the fitted model are presented together with that
of Ridge regression in Table 4.

From the values in Table 4, it is evident that the Systolic Blood Pressure model
1s best in terms of prediction performance of the LASSO method since it min-
1mized both metrics the most. The next best model for LASSO is the urea,
followed by the Diastolic Blood Pressure models, while the FBS model has the
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Table 4: Prediction Evaluation Metrics

[ 2*Metric | FBS Urea SYS DIAS
LASSO | Ridge | LASSO | Ridge | LASSO | Ridge | LASSO | Ridge
MSE 1.106 1.1198 | 1.0353 [ 1.0487 [ 0.9917 | 1.0072 | 1.1035 | 1.0927
RMSE 1.0517 | 1.0582 | 1.0175 | 1.0241 | 0.9959 | 1.0036 | 1.0505 | 1.0453

highest metric values. This suggests that the combinations of height, religious
affiliation, age, sex, marital status, creatinine level, family history, temperature,
and type of disease, jointly predict the systolic blood pressure more than the
other variables. Furthermore, the model on systolic blood pressure was more
efficient than that of diastolic BP for the hypertension case in this study while
the model on urea was more efficient than that of FBS in the type 2 diabetes
case. This result was the same with that of the Ridge regression, as expected. On
the other hand, LASSO performed better than Ridge for all the models except
diastolic BP. The better performance of the LASSO method can be attributed to
the fact that it performs variable selection while the Ridge regression does not.
The case of diastolic BP where the Ridge was better than LASSO might be an
indication that LASSO has excluded one or more important variable(s) from the
final model.

The result in Table 2 suggests that height and each of the four dependent vari-
ables are positively related, similarly for age and creatinine. In other words,
increase in each of these variables is related to increase in the hypertension and
diabetes measures. The negative relationship between marital status and the de-
pendent variables implies that married people are more affected than singles.
Recalling the measurement of disease type (Xi3), the result implies that as we
move from the first group (all disease) to other groups, the measures of hyper-
tension and diabetes reduces. More specifically on this, one may infer that those
patients with all the diseases stated in group 1 (Renal disease, hypertension and
diabetes) have more hypertension and diabetes measures than those in other
groups.

4. Conclusion

Hypertension and type 2 diabetes mellitus are two universal health problems.
This perhaps explains why researchers throughout the world have continuously
attempted to contribute to knowledge on the subject matter for possible solu-
tions to the prevalence of the diseases and their attendant morbidity and mor-
tality. In this research, attempt was made at identifying important variables that
could be used in building statistical models to complement the already existing
medical structure on the detection of hypertension and type 2 diabetes melli-
tus. Some statistical and machine learning tools were utilized to estimate the
parameters in order to arrive at the models, which were validated by two error
performance metrics. Two methods were compared; the one with the capacity
for variable selection (LASSO) and the other (Ridge regression) that is char-
acterized with returning all variables into the final model. The result showed
that LASSO performed better than Ridge regression in this case. The initial
thirteen explanatory variables were reduced to nine (height, religion, age, sex,
marital status, creatinine, family history, temperature, and type of disease) by
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the process of the LASSO model. The four models, systolic BP, diastolic BP,
FBS and Urea, have the same set of explanatory variables for which comparison
was made to ascertain the one with the best performance. The model on systolic
BP had the best fit based on both MSE and RMSE criteria. This result suggests
that, while the set of explanatory variables jointly predict each one of a patient’s
fasting blood sugar, Urea, systolic and diastolic blood pressure, they are most
suitable for predicting systolic blood pressure which measures hypertension.

On the statistical implications of this study, the multicollinearity status of the
explanatory variables implied that the analysis would not be possible with OLS
while the regularization approaches (LASSO and Ridge) were able to handle it.
Identifying and including other explanatory variables such as smoking, excess
salt intake, race/ethnicity not considered in this work might improve the predic-
tion performance of these models and provide more information on each of the
dependent variables. Future work will consider other estimation methods that
are robust to multicollinearity and make comparisons across various scenarios.
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Appendix

Table 1: Data on Type 2

Diabetes Mellitus and Hypertension
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Table 2: Standardized Type 2 Diabetes and Hypertension Data

Patient ID | FBS [ UREA | SYS | DIAS | Weight | Height | Age | Temperature | BMI
1 0.74 1 0.76 0.79 1 1.32 [ 1.28 0.51 1.95 [ 0.18 1.16
2 0.79 1 0.81 0.95 [ 1.08 1.21 0.41 1.39 1 0.17 1.12
3 0.67 | 0.69 1.23 11.08 [ 2.01 2.73 -1.7 1 1.56 1.16
4 0.67 | 0.59 0.95 [ 0.88 1.34 0.55 0.56 | 1.55 1.64
S 0.27 1047 0.68 [ 041 [2.35 2.25 1.59 1 0.75 1.89
233 0.33 1 0.39 0.68 [ 1.08 ] 0.61 0.07 -0.3 12.02 0.66
234 0.96 [ 0.12 0.12 1041 ]0.54 0.03 0.72 10.18 0.54
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